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 STATISTICAL ALGORITHMS 215

 AS 37 (Garside, 1971) and Remark AS R9 (Knight, 1974) which permit a pivot-by-pivot
 inversion of a symmetric matrix. Conventional inversion of a symmetric matrix can also be
 performed.

 It is also possible to call SINV with the "working" dimension of the X'X matrix smaller
 than that defined in a DIMENSION statement in the calling program. This allows the user to
 eliminate physically a variable, for example, by shifting up and left the appropriate rows and
 columns of a previous X'X or (X'X)-1 matrix and subsequently disregarding the last row(s)/
 column(s). (This must be performed in the user's program.) The resulting matrix, of smaller
 working dimension, would then be considered a new X'X or (X'X)-1 for future calls to SINV.
 Concurrent adjustments should be made to X'Y.

 PURPOSE

 Subroutine SINV performs one of three possible operations on a symmetric matrix depend-
 ing on the value of LO:

 1. Inversion of the matrix, if LO = 0 {(X'X) to (X'X)-1}.
 2. Inversion of the matrix ignoring a specified row/column, if LO > 0 {(X'X) to (W'W)-'}.
 3. Inversion of the matrix ignoring a specified row/column when the input matrix in A is

 the (previously calculated) inverse of the original matrix, if LO < 0 {(X'X)-' to (W'W)-'}.

 STRUCTURE

 SUBROUTINE SINV(A, K, L, LO, PVT, lFAULT)

 Formal parameters

 A Real array (L,L) input: X'X matrix if LO. GE. 0
 (X'X)-' matrix if LO.LT. 0

 output: (X'X)-' matrix (ignoring row/column IABS(LO) if
 LO.NE.0)

 K Integer input: working dimension of the input matrix; the matrix
 occupies the first K rows/columns of array A

 L Integer input: dimension of A as defined in a DIMENSION statement
 in the calling program

 LO Integer input: row/column number to be left out, if any: (ILOI must
 be <K)
 LO. EQ.0: invert the input matrix
 LO. GT. 0: invert the input matrix ignoring row/column
 number LO
 LO.LT. 0: "re-invert" the input matrix for row/column
 number -LO only (point 3 under Purpose)

 PVT Real output: value of the smallest pivot encountered
 IFA ULT Integer output: fault indicator:

 IFA ULT = 0 normal return
 IFA ULT = 1 small pivot encountered
 IFA ULT = 2 nil pivot encountered
 IFA ULT = 3 K or LO out of range

 DATA constants
 BIG Real data: used to determine the minimum pivot, usually set to the

 largest convenient number acceptable to the computer
 SMALL Real data: pivot value under which rounding errors will signifi-

 cantly affect the accuracy of the results; this will depend
 on the numbers involved and on the arithmetical pre-
 cision of the machine
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 216 APPLIED STATISTICS

 Calculations use and affect only the upper triangle of A(I,J), i.e. when J. GE. L. Note that
 inserting A(J, I) = A(I,J) between the lines labelled 13 and 14 will fill the lower triangle
 correctly only when LO. GE. 0.

 Note also that, when LO#0O, row and column |LO are not physically eliminated from A
 but simply ignored in the same manner as the L - K excess rows and columns of A when K <L.

 TIME

 If K is the order of the original matrix, the direct computation of (W'W)-1 from (X'X)l
 for a particular row/column will proceed approximately K times faster than inversion of the
 original matrix ignoring the same row/column when both operations are performed by SiNV.
 The gain may approach K2 when compared to a general inversion routine.

 STORAGE

 Operation on the upper triangle allows for storage of all but the diagonal elements of the
 complete inverse (or of the original matrix) in the lower triangle if memory must be husbanded.

 PRECISION

 Users of 32-bit-word computers should specify double-precision arithmetic. The REAL
 declarations should be changed to DOUBLE PRECISION; the DATA statement modified;
 and ABS replaced by DABS in two statements.

 ACCURACY

 Tests on a CDC Cyber 7326 (60-bit words, 14 significant digits in single precision)
 calculating the product of the inverse by the original matrix showed that rounding errors are
 of the same order as when proceeding conventionally (deviations from identity matrix elements
 less than 10-13 with seventh order, ]0, 1[ pseudo-random matrices).
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 SUBROUTINE SINV(A, K, L, LO, PVT, IFAULT)
 C
 C AIAGORITHM AS 141 APPL. STATIST. (1979) V0Lg28, NQ,2

 C CALCULATE THE INVERSE OF A SYMMETRIC MATRIX
 C IGNORING A SPECIFIEU ROV/COLUMN IF LO ,NE, 0,
 C USING EITHER THE ORIGINAL MATRIX OR A COMPLETE INVERSE OF IT,
 C

 DIMENSION A(L, L)
 REAL A, AA, AIP, BIG, EPP PVT, SMALL, T
 INTEGER P, PM, PP

 e
 DATA SIG, SMALL /l,0E70, I,0vgm7/

 C PARAMETER CHECKS

 IFAULT _ 3
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 STATISTICAL ALGORITHMS 217

 IF CIABSCLO) *GTg K *OR, K *LT, 1 ,OR, K *GT1
 C
 C INITIAL VALUM8

 IFAULT - 0
 IF (L0 ,GE, 0) GOTO S
 EP - i,0
 P = *LO
 PVT - ABSCACP, P-))
 T - PVT
 GOTO 3

 I eP lso0
 P l
 PVT D IG

 C PIVOT BY PIVOT INVERSION

 2 IF (P ,EQ, L0) GOTO 12
 T AS8CACP, P))
 IF CT LT, PVYT) PVT t

 3 IF CT ,LT, SMALL) IFAULT -
 IP CT ,EQg 0,0) GOTO 15
 PM _ P u I
 PP = P + t
 AA - 2,0 / A(P# P)
 A(P, P) _ 'AA
 IF (P ,EQ, 1) GOTO 8
 00 7 3 1,t PM
 AIP : ACI, P) t AA
 DO 4 J I, PM

 4 ACd, J) ACl, J) a AIP * ACJ, P)
 IF (P ,EO, K) GOTO 6
 DO 8 J PP, K

 5 ACd, J)3 ACID J) * AIP * AtP, J)
 6 AtCI P) AIP * EP
 I CONTINUE
 8 IF (P *tQ, K) GOTO It

 DO 20 I z PP, K
 AIP : ACP, I) A AA
 DO 9 J: I, K

 9 ACIt, J) AC, J) a AIP * A(P J)
 ACP, I) - AIP * EP

 IQ CONTINUE
 t1 IF tEP ,GT, 00) RETURN
 12 P - P + I

 IF (P ,LC, K) GOTO 2

 C 8IGN CORRECTION

 DO 14 I 3 to K
 DO 13 J = It K

 13 A(C. J4) = vA(I J)
 14 CONTINCIU

 RETURN
 C
 C NIL PIVOT EXIT
 C

 35 IFAULT - 2
 RETURN
 gND

This content downloaded from 132.236.27.111 on Sat, 25 Jun 2016 00:04:53 UTC
All use subject to http://about.jstor.org/terms


	Contents
	p. 214
	p. 215
	p. 216
	p. 217

	Issue Table of Contents
	Applied Statistics, Vol. 28, No. 2 (1979) pp. 115-217+i-vi
	Front Matter [pp. ]
	Editorial: Invitation to Potential Authors of "Case Study" Papers [pp. ]
	Detecting Relationships Between Categorical Variables Observed Over Time: A Problem of Deflating a Chi-Squared Statistic [pp. 115-125]
	A Non-Parametric Approach to the Change-Point Problem [pp. 126-135]
	An Application of Cox's Proportional Hazard Model to Multiple Infection Data [pp. 136-143]
	The Comparison of Treatment with Control Group Means in Toxicological Studies [pp. 144-151]
	Efficient Simulation of the von Mises Distribution [pp. 152-157]
	Approximate Percentage Points for the Distribution of a Product of Independent Positive Random Variables [pp. 158-162]
	A Comment on Replicated Paired Comparisons [pp. 163-169]
	Generating Uniform Polygonal Random Pairs [pp. 170-172]
	Miscellanea
	Statistical Tests with Hand-Calculator Standard Deviations [pp. 173-174]
	Approximations to the Inverse Cumulative Normal Function for Use on Hand Calculators [pp. 175-176]

	Book Reviews
	Review: untitled [pp. 177]
	Review: untitled [pp. 177-178]
	Review: untitled [pp. 178-179]
	Review: untitled [pp. 179-180]
	Review: untitled [pp. 180-181]
	Review: untitled [pp. 181]
	Review: untitled [pp. 181-182]
	Review: untitled [pp. 182-183]
	Review: untitled [pp. 183]

	Letter to the Editors [pp. 184]
	Statistical Algorithms
	Algorithm AS 138: Maximum Likelihood Estimation from Confined and Censored Normal Data [pp. 185-195]
	Algorithm AS 139: Maximum Likelihood Estimation in a Linear Model from Confined and Censored Normal Data [pp. 195-206]
	Algorithm AS 140: Clustering the Nodes of a Directed Graph [pp. 206-214]
	Algorithm AS 141: Inversion of a Symmetric Matrix in Regression Models [pp. 214-217]

	Back Matter [pp. ]



